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Abstract One of the most influential arguments against the claim that computers can

think is that while our intentionality is intrinsic, that of computers is derived: it is parasitic

on the intentionality of the programmer who designed the computer-program. Daniel

Dennett chose a surprising strategy for arguing against this asymmetry: instead of denying

that the intentionality of computers is derived, he endeavours to argue that human inten-

tionality is derived too. I intend to examine that biological plausibility of Dennett’s sug-

gestion and show that Dennett’s argument for the claim that human intentionality is

derived because it was designed by natural selection is based on the misunderstanding of

how natural selection works.
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Dennett on the intentionality of computers

One of the most influential arguments against the claim that computers can think is that

while our intentionality is intrinsic, that of computers is derived: it is parasitic on the

intentionality of the programmer who designed the computer-program (Searle, 1980; 1983;

1992). If one aims to argue that computers can think, one needs to address this supposed

asymmetry between the intentionality of minds and machines.

The standard way of explaining away this asymmetry is to argue that the inten-

tionality of computers is not derived at all. This strategy seems more and more
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promising, since some of the more successful artificial intelligence systems of the last

two decades are capable of acquiring very impressive capacities without drawing on

any built-in routines.1

Daniel Dennett chose a different and rather surprising strategy for arguing against the

asymmetry between human and computer intentionality. Instead of denying that the

intentionality of computers is derived, he endeavors to argue that human intentionality is

derived too. He writes:

As a late and specialized product, a triumph of Mother Nature’s high tech, our

intentionality is highly derived, and in just the same way that the intentionality of our

robots (and even our maps and books) is derived. A shopping list in the head has no

more intrinsic intentionality than a shopping list on a piece of paper. What the items

mean (if anything) is fixed by the role they play in the larger scheme of purposes. We

may call our own intentionality real, but we must recognize that it is derived from the

intentionality of natural selection, which is just as real- but just less easily discerned

because of the vast difference in time scale and size. (Dennett, 1987, p. 318, see also

Dennett, 1990, p. 62).

The score is simple: computers are designed by programmers, we are designed by

natural selection (see also Dennett, 1995, pp. 401–427). The intentionality of computers is

not intrinsic, since computers are designed by humans. Similarly, human intentionality is

not intrinsic either, since humans are designed by natural selection.

We now have an answer to the question of where we got our intentionality. We are

artefacts, in effect, designed over the aeons as survival machines for genes that

cannot act swiftly and informedly in their own interests.... So our intentionality is

derived from the intentionality of our ‘‘selfish’’ genes. They are the Unmeant

Meaners, and not us, and in so far as some theorist can interpret an event or structure

in us as being about something or other (as, say, our inner-ear signals are about our

orientation with regard to gravity and our acceleration), it is only because of the

informative role that such signaling plays within the artifact, and the way it con-

tributes to its self-preservation.... There is no need or room for a more absolute,

‘‘intrinsic’’, and ‘‘original’’ intentionality than this (Dennett, 1990, p. 59).

Thus, the symmetry between human and machine intentionality is regained: both are

derived.

Dennett’s solution has the additional advantage that it is reached on the basis of con-

ceptual analysis: in order to make this argument, one does not need to know what actual

computers can or cannot do. Thus, if Dennett’s solution is sound, then we do not even need

to go into the confusing details of computer science to figure out how computer intelli-

gence works.

Dennett’s suggestion has been criticized for various reasons (see Newton, 1992; Davies,

1995; Beisecker, 2002, for example). Also, several authors pointed out that Dennett’s

solution presupposes a form of adaptationism.2 In this paper, I intend to examine the

1 See for example McClelland & Rumelhart (1986), Rumelhart & McClelland (1986), Smolensky,
Legendre, & Miyata (1992), Shastri & Ajjanagadde (1993). See also Dennett’s criticism of some of these,
Dennett (1993).
2 On the question of adaptationism pro and contra see: Dawkins (1976), Lewontin (1978), Gould &
Lewontin (1979), Gould & Vrba (1982), Dennett (1995), just to mention the most well-known titles in the
very extended literature.
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biological plausibility of Dennett’s suggestion. I will point out that the claim that human

intentionality is derived because it was designed by natural selection is based on the

misunderstanding of how natural selection works.

What does ‘derived intentionality’ mean?

Dennett claims that human intentionality is derived. What does it mean? The inten-

tionality of a computer is derived because it is explained by the way its programmer

designed it. By analogy, human intentionality is derived because it is explained by the

way it was designed, that is, as Dennett emphasizes, by natural selection. Thus, in order

for human intentionality to be derived it must, at first approximation, be explained by

something external to it: by what Dennett calls (in the quote above) ‘‘the intentionality

of natural selection’’. If a system has derived intentionality, then its intentionality is (at

least partially) explained by something external to it. Applying this to human inten-

tionality, what we get is that if human intentionality is derived, then it is (at least

partially) explained by natural selection. This is the claim I will examine in the next two

sections.

Note that the condition that human intentionality should be (at least partially) explained

by natural selection may be a necessary, but certainly not a sufficient condition for derived

intentionality. If human intentionality is not partially explained by natural selection, then

we cannot call it derived, but if it is partially explained by natural selection, it does not

guarantee that it is derived. I will take up this question in more detail in the second half of

the paper.

Now, of course, a computer programmer and natural selection differ in various

respects. A computer programmer has a plan or design that exists before the computer

program comes into existence. In the case of natural selection there is no such pre-existing

plan or design. Also, it is questionable whether we can really talk about ‘‘the intention-

ality of natural selection’’. Most biologists would be scandalized even upon hearing this

term.

These differences between natural selection and a human designer are undeniable, but

Dennett does not need to worry about them. As long as human intentionality is explained

by natural selection in the same way as the intentionality of computers is explained by the

programmer’s design, he can maintain his claim that human intentionality is as derived as

the intentionality of computers.

Unfortunately, it is unlikely that he can do just this. One of the most fashionable topics

in philosophy of biology in the last decade or so has been the question whether selection

can explain adaptation. In other words, whether selection can explain why an organism has

the traits it has. In order for Dennett’s argument to work, this question needs to be

answered in the positive. And there are important considerations that can be raised against

this position.

First objection: what can natural selection explain?

Why do we have two eyes? Why is it the female mosquito that bites? Why do cats have

sharp teeth? The answer to these questions is supposed to be provided by what is usually

called adaptation–explanations. Adaptation–explanations aim to explain the supposed or

real teleology of the world. As Robert Brandon says:
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Adaptation–explanations [are] answers to what-for questions. Questions concerning

putative adaptations, an anteater’s tongue, the structure of the human eye, or the

waggle-dance of honeybees—are naturally formulated using what-for (one might

also ask the same questions using why or how-come. The distinction is not a simple

syntactic one). In contrast, we balk at using what-for in formulating other evolu-

tionary questions, such as Why is hydrogen more abundant in the universe than

uranium? (Brandon, 1985, 86–87; cf. Brandon, 1996, 30–45).

In other words, in adaptation–explanations the explanandum is why an organism has the

trait it has. But what is the explanans? The obvious suggestion is that the explanans is a

selection process. Adaptations should be explained with reference to selection processes

that shaped the traits to be explained. Thus, we can explain why certain creatures have the

traits they have by referring to why these traits were selected in the course of evolution.

This is exactly the step that is needed to complete Dennett’s argument. Unfortunately, it

has been argued repeatedly that contrary to our hopes to use selection to answer the

questions like the ones quoted above, selection cannot play a role in explaining adaptation.

The aim of this section is to introduce the recent debate about whether such explana-

tions are possible. This debate has been quite severe in the last decade or so. The view that

selection can play a role in explaining adaptation has been defended mainly by Karen

Neander (1995a, b, see also Millikan, 1990; Nanay, 2002; 2005). On the other side of the

trench the central figure is Elliott Sober (1984; 1995, see also Cummins, 1975; Dretske,

1988; 1990 and Walsh, 1998). After Sober (1995) and Walsh’s (1998) arguments, the

position of Neander’s side appears rather shaky.3 In order for Dennett’s suggestion to

work, he would need to provide munitions to this camp.

Before turning to the actual argument, it is important to clarify the framework of the

debate. First, it is important to draw a distinction between the scope of this debate and that

of adaptationism. The adaptationist’s claim is that if an organism has a trait, then there is

(or at least tends to be) a selection process that explains this organism’s having this trait. In

other words, if organism x has trait A, then there is (or at least tends to be) a selection

process that explains why x has trait A.

Contrast this with the central claim of the debate about the explanatory power of

selection in explaining adaptations: if x has trait A and if x is in a population where trait A

has been selected over trait B, then this selection process is explanatorily relevant to why x

has trait A. Both are concerned with the explanation of adaptation with the help of

selection. But they are very different indeed: the second claim does not assume that all or

even most traits have adaptation–explanations.

Dennett has been repeatedly criticized for his adaptationism. He is aware of this con-

sequence of his theory and provided powerful arguments defending his position. Without

assessing these arguments or judging whether Dennett’s adaptationism is tenable, it needs

to be pointed out that the question whether selection explains adaptation is orthogonal to

the question of adaptationism. Even if Dennett can give a convincing answer to the former

question, the latter may still raise problems for him.

Hence, I will assume in what follows that the question under scrutiny is the following: if

in a population a trait has been selected over other traits, can this explain (at least partially)

why organisms in that population have this trait? In other words, I take it for granted that

we know the selection process, and we want to tell why certain organisms have the traits

they have.

3 Matthen (1999) criticized Sober’s position, arguing that Sober’s argument does not work if the selection
process is sexual selection, but as Lewins (2001) pointed out, Matthen’s argument is not conclusive.
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I would like to narrow down the question even further and focus on whether cumulative

selection can play a role in explaining adaptation or not.4 There are non-cumulative

selection processes that cannot play any role in explaining adaptation: the ones whereby

the replicators do not change from generation to generation. The most successful replicator

may spread and make all the others extinct, but by doing so it will not change. An example

could be the clay crystal that grows faster than the other crystals in the same pool (cf.

Bedau, 1991, 650–654; Walsh, 2000, 142–143). After a certain time, the fastest growing

crystal will be the only one in the pool, but its structure will not change in the selection

process.5 This is an example of a non-cumulative selection process that does not play a role

in explaining any adaptation.

Leaving the non-cumulative case aside, I will focus on the question whether cumulative

selection can play a role in explaining adaptation or not. Also, it needs to be emphasized

that the question is whether cumulative selection can play a role in explaining adaptation

and not whether it can fully explain adaptation.

Two strong arguments have been given in favour of the claim that no selection process

can play a role in explaining adaptations. The first one is that selection is a negative force,

it eliminates, but it does not create, hence it cannot play a role in explaining adaptation.

According to the second, selection cannot play a role in explaining adaptation, since

selection is a population-level phenomenon, whereas adaptation occurs on the individual

level. These arguments are often provided together, but I take them to be logically inde-

pendent.

I will not say much about the second argument here, because even if the argument is

conclusive, it may be possible that the presence of a trait in a population is explained by the

function of this trait. In other words, selection cannot explain why I have two eyes, why

this cat has sharp teeth, etc., but it can explain why these traits are present in the popu-

lation. Thus, even if Sober is right and selection cannot explain why individual organisms

have certain traits (Sober, 1984, p. 150; Sober, 1995, p. 384), it can still explain the

frequencies of traits in populations. Note that Dennett does not need to talk about the

individual level at all in order to make the claim that natural selection plays a role in

explaining our intentionality. Sober’s second argument about the levels of explanation may

show that natural selection cannot explain my or your intentionality, but it does not say

anything about whether it can explain the presence of intentionality in the human popu-

lation. And the latter of these claims is sufficient to complete Dennett’s argument.

The first argument about selection as a negative force, however, does challenge the

assumption that natural selection explains what human minds in general are supposed to

do.

Selection as a negative force

Sober claims that selection is a negative force: it does not create, it only destroys (Sober,

1984, chapter 5). The upshot is that random mutations create a variety of individuals

(or genetic plans) and selection eliminates some of these, but the explanation of the traits of

4 On the question of adaptationism pro and contra see: Dawkins (1976), Lewontin (1978), Gould &
Lewontin (1979), Gould & Vrba (1982) Dennett (1995), just to mention the most well-known titles in the
very extended literature.
5 Cumulative selection is a selection process whereby the changes of the replicators accumulate: they are
transmitted to the next generation. Natural selection, for example, is cumulative.
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one of these individuals is provided by random mutation and inheritance (and, of course,

some developmental factors), not by the elimination process. Selection can explain why

certain individuals were eliminated, but it cannot say anything about the traits of the ones

that were not eliminated.

Karen Neander analyses this argument, which she calls the argument for the Negative

View of selection, in great detail (Neander, 1995a). She argues that selection does play a

role in explaining why an individual has the traits it has, but only a certain kind

of selection: cumulative selection. But she admits that Sober’s criticism is valid for

non-cumulative selection processes.

First, it is important to make some comments on the terminology Neander and Sober

use. More precisely, it is crucial to examine whether the opponents and the advocates of

this argument mean the same thing when they talk about selection. Sober analyses

mutation as something distinct from selection: he claims that the former notion plays an

important role in explaining adaptation, whereas the latter does not. The question is how

consistent this is with the generally accepted notion of selection.

According to David Hull, selection consists of ‘‘repeated cycles of replication and envi-

ronmental interaction so structured that environmental interaction causes replication to be

differential’’.6 He analyses selection, conceived of traditionally as ‘‘heritable variation in

fitness’’, as cycles of a copying process (replication) and the interaction with the environment.

If we accept this concept of selection, it is hard to see how Sober could maintain that it

is not selection, but mutation that plays a role in explaining adaptation, since in Hull’s

picture, mutation (replication with variation) is one of the two steps of the selection

process. If selection consists of repeated cycles of replication and interaction, then repli-

cation is obviously part of the selection process. And this replication process must be

differential; hence, replication with variation, i.e. mutation, is part of the selection pro-

cess.7 According to Hull, selection is replication with variation followed by interaction. In

the light of this, it is a surprising claim that selection cannot play a causal role in explaining

adaptations, while mutation can, if mutation is part of the selection process.

This, however, would be a too easy way to oppose Sober’s argument. He obviously

means something else by selection. It is reasonable to say that what he means is what Hull

means by interaction.8 Interaction is indeed a negative force: all it does is to eliminate

some of the interactors.

And here we run into another confusion. Hull’s notion of selection is a notion of

cumulative selection. If selection is ‘‘the repeated cycles of replication and environ-

mental interaction so structured that environmental interaction causes replication [that

is, replication in the next generation] to be differential’’ (my emphasis), then the

changes of the replicators must be transmitted to the next generation. If Sober takes

Hull’s notion of interaction to be selection, then it is difficult to see how he could allow

for cumulative selection.9 Neander, on the other hand, explicitly talks about cumulative

selection, when she talks about selection; she even admits that non-cumulative selection

cannot play a role in explaining adaptation, but cumulative selection can. Could it be that

6 The clay crystals, described in Bedau, 1991 behave this way, and not the way Bedau himself explained.
7 Hull, Langman, & Glenn, 2001: 53; cf. Hull, 1981: 40–41.
8 This is also true under different widespread definitions of selection, such as Darden and Cain’s. Note that
Darden and Cain’s notion of selection is not necessarily a cumulative one, whereas Hull’s is. See also
Nanay, 2001.
9 The same is true of Vrba’s concept of selection: ‘‘Selection is the interaction between heritable, emergent
character variation and the environment [...]’’ Vrba (1984: 319).
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Neander uses a notion of selection that is similar to Hull’s, whereas Sober uses a notion

of selection that is more similar to Hull’s notion of interaction? Is it possible that the

whole debate is terminological?

I think not. It seems that Neander accepts the way Sober refers to selection when she

argues against his position. In Hull’s terminology, both are concerned with the question

whether interaction is causally relevant to the explanation of adaptation or not. This, of

course, leaves open the possibility to argue that selection in Hull’s original sense does play

a causal role in the explanation of adaptation, but this is a possibility I cannot pursue here.

Instead, I would like to examine further the Sober–Neander debate that we managed to

localize as the question whether interaction is causally relevant to the explanation of

adaptation or not.

Sober’s argument is that, in Hull’s terms, it is replication that explains why an

individual has a certain trait. Environmental interaction (of the previous generation) does

not play any role in such explanation. The gist of his argument is the following. Let us

take an organism that has two offspring, one of which has a certain trait A, whereas the

other does not. Since trait A is advantageous to these organisms in the given environ-

ment, the second offspring dies, whereas the first will have offspring, one of which, call

her individual x, also has trait A. The question is of course, what explains that x has trait

A. Sober’s answer is that it is the mutation as a result of which A appeared in x’s mother

and inheritance, as a result of which A was transmitted to x. The explanation is simple:

A appeared as a result of a random mutation in x’s mother and then x inherited it from

her mother. What explains the presence of the trait is, hence, mutation and inheritance.

Selection is irrelevant, since the fact that x’s uncle died or not does not have any causal

influence on whether x has trait A or not (Sober, 1984. See also Cummins, 1975, 750–

751; Sober, 1995, 393).

Some think that this argument is flawed (Neander, 1995a, p. 76; Mathen, 1999; Nanay,

2005).10 Without going into the details of the arguments pro and con, it is important to

point out that Dennett’s strategy about human and computer intentionality works only if he

assumes what appears to be a very controversial claim in philosophy of biology.

Second objection: the structure of Dennett’s explanatory scheme

Suppose, however, that Sober is wrong and the argument outlined above is not conclusive.

Suppose that at least one of the three counterarguments that have been given against it

(Neander, 1995a; Matthen, 1999; Nanay, 2005) works. Would this mean that Dennett’s

strategy is unproblematic from a biological point of view? Alas, it would not. There is

another argument against Dennett’s assumption that is logically independent from the

worry I raised above.

The worry I raised in the last sections was that it is questionable whether natural

selection can play any role in explaining why a certain organism has a certain trait. Now

suppose that this claim is true: natural selection can indeed play some role in explaining

why a certain organism has a certain trait. Would this be enough for Dennett’s argument to

work? I will argue that it would not.

Remember that the condition that human intentionality should be at least partially

explained by natural selection was given as a probably necessary, but certainly not

sufficient condition for derived intentionality. If human intentionality is not partially

10 In fact, the notion of cumulative selection he endorses in footnote 10 of Sober (1995) definitely would not
qualify as cumulative selection under Hull’s or Neander’s definition.
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explained by natural selection, then we cannot call it derived, but if it is partially explained

by natural selection, the question is still open whether it is derived or not.

Just because a capacity or a trait is partially explained by something external to it, it

does not follow that this capacity or trait is derived. Virtually anything can play a role in

explaining an explanandum (see Van Fraassen, 1980). The fact that my shirt is white is

partly explained by my successful attempt to avoid dripping coffee on it this morning. Still,

the color of my shirt is not somehow parasitic on this event, nor would we be justified to

call the color of this shirt ‘‘derived’’. When the intentionality of computers is described as

derived, something stronger is implied.

If the intentionality of computers is derived intentionality, then it is the programmer

who is responsible for the intentionality of the computer. In other words, the programmer’s

work is sufficient for explaining the intentionality of the computer.

The structure of the claim is the following. If the computer was designed to do F, then

this fact is sufficient for explaining that the computer (in suitable circumstances) does F.

Similarly, if Dennett wants to maintain the symmetry between human and machine

intentionality, then he needs to show that the fact that the human mind was selected to do F

by natural selection is sufficient for explaining that the human mind (in suitable circum-

stances) does F.

But what does the term ‘in suitable circumstances’ mean? It would be obviously wrong

to say that x’s having been designed to do F is sufficient for explaining x’s doing F. If a

corkscrew is designed to open wine bottles, this does not fully explain that it does in fact

open wine bottles. Lots of other factors will figure in this explanation, for example that I

know how to use a corkscrew. Hence, the criterion that x’s having been designed to do F is

sufficient for explaining x’s doing F is a too strong. It sounds plausible to say, however,

that if x was designed to do F, then x is supposed to do F. More precisely, x’s having been

designed to do F is sufficient for explaining x’s having the function to do F. The fact that

the corkscrew was designed to open wine bottles is sufficient for explaining that it has the

function of opening wine bottles. Similarly, the fact that a computer was designed by a

programmer to do a certain calculation is sufficient for explaining that it has the function of

doing this calculation. It is important that the fact that a computer was designed to do F is

not sufficient for explaining what the computer actually does—various other factors play

important role in such an exhaustive explanation (for example that the computer’s elec-

tricity supply works properly. However, the fact that a computer was designed to do F is

indeed sufficient for explaining that the function of the computer is to do F. Similarly, the

fact that our mind was designed by natural selection to represent veridically is sufficient for

explaining that it has the function to represent veridically. Thus, the claim we now need to

examine is whether x’s having been designed to do F is sufficient for explaining x’s having

the function to do F.11

If we say that the function of a corkscrew is to open wine bottles because it is

designed to open wine bottles, then the explanans and the explanandum are claims about

the same token object. A token object, a corkscrew was designed to open wine bottles

and, as a result, the same (token-identical) corkscrew has the function to open wine

bottles. Thus, the structure of the claim is that x was designed to do F, therefore, x has

the function to do F.

11 Interestingly enough the three authors who criticize Sober’s argument do so for very different reasons.
Neander claims that cumulative selection can indeed explain adaptation, Mathen argues that sexual selection
can, whereas Nanay insists that cumulative selection can explain adaptation if the environmental resources
are limited.
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Of course this model applies only to artefacts that are not mass-produced, but most of

the artefacts that surround us (including corkscrews) are in fact mass-produced. The

structure of the claim in the mass-production case is that tokens of type X were designed to

do F, therefore, x (a token of type X) has the function to do F. The explanandum and the

explanans are claims about tokens of the same type. Both of these explanatory schemes

seem unproblematic.

How about the design by natural selection? Dennett’s answer is that design by natural

selection works in an analogous way as designed by a designer. The function of my heart is

to pump blood because the heart was selected for pumping blood. What is the logical

structure of this claim? Tokens of type X (my ancestors’ hearts) were selected for doing F,

therefore, x* (my token heart) has the function to do F. This explanatory scheme would be

analogous to the artefact case (and it would be unproblematic) only if it is argued that x* is

a token of type X. In other words, only if it is argued that a trait of an organism is of the

same type as the traits that were selected for in some earlier generation. Only in this case

would the explanandum and the explanans be claims about tokens of the same type. But

this assumption is far from being obvious.

So, how can we individuate trait types? What makes hearts different from non-hearts? I

will argue that there is no coherent non-circular way of individuating trait types that

Dennett could use to complete his argument.

The individuation of trait types

The crucial question that trait type individuation raises for Dennett’s argument is: how are

trait types individuated?; e.g. what makes hearts different from non-hearts? I will consider

three possible options in answer to this question and point out that none of them can be

used in Dennett’s argument for the derived intentionality of human minds.

Functional criteria

The most widely accepted account of trait type individuation holds that tokens of a certain

trait type all have the same function. A token object belongs to trait type T if and only if it

has certain functional properties: if it has the function to do F. Those entities are hearts that

have the function of pumping blood. Those entities that do not have this function are not

hearts.

As Karen Neander puts it: ‘‘Most biological categories are only definable in functional

terms’’ (Neander, 1991a, 180; see also Beckner, 1959, 112; Lewens, 2004, 99). This

account of individuating trait types is widely (though not universally) accepted as a general

suggestion both in philosophy of biology and in philosophy in general. Tyler Burge, for

example, writes that ‘‘to be a heart, an entity has to have the normal evolved function of

pumping blood in a body’s circulatory system’’ (Burge, 1989, 312).

Everything looks promising. It is important to note, however, that Dennett cannot help

himself to this way of individuating trait types when making the claim that natural

selection explains the function of our minds without running into circularity.

As we have seen, this claim presupposes an account of trait type individuation. Now, if

we want to avoid circularity, we certainly cannot use the notion of function in order to

explain trait type individuation. When we are explaining function, the claim that x* is a

token of type X is part of the explanans, so we cannot then use the explanandum (function)
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to explain the explanans (why x* is a token of type X).12 Thus, if we want to talk

about trait types in the explanation of function, we need some other way of individuating

them.

Morphological criteria

A simpler suggestion is that we can use morphological criteria for individuating trait types.

The proposal is that a token object belongs to trait type T if and only if it has certain

morphological properties. An entity is a heart if, for example, it has a certain shape, size

and color, and it is not a heart otherwise.

This suggestion was attacked by Karen Neander. She writes:

‘‘[H]eart’’ cannot be defined except by reference to the function of hearts because no

description purely in terms of morphological criteria could demarcate hearts from

non-hearts. Biologists need a category that ranges over different species, and hearts

are morphologically diverse:fish have a single pump with only one auricle, but

amphibians and most other reptiles have the single heart with two auricles, and while

many reptiles have the ventricle partly partitioned, only crocodiles, birds and

mammals have the two separate ventricles (Neander, 1991a: 180).

Thus, trait types cannot be individuated morphologically, because they need to range

over different species.

But even if we only want to individuate a trait type within a certain species, we still

cannot use morphological criteria. A malformed heart that does not have the morphological

properties hearts have is a heart all the same. What keeps hearts and non-hearts apart

cannot be a set of morphological properties.

A possible suggestion would be to say that hearts are those entities that play a certain

causal role and those entities that do not play this causal role are not hearts. This

proposal may be seen as a version of the morphological account of trait type individ-

uation, but it could also be interpreted as a functional account (if we conceive of

function in a way Cummins (1975; 2002) does). This proposal, however, would not work

either in the malformed heart case: a malformed heart does not have the causal role

hearts have, but it is a heart nonetheless. What matters is not what the heart does (or how

it looks), but what it is supposed to do. In other words, the suggestion that morphological

criteria could be found for individuating trait types does not work.13 This leaves us with

the third alternative.

Homological criteria

The third possible answer is the following. One could argue that what guarantees that two

traits are tokens of the same type is that they are homologues: they are members of the

same ‘‘reproductively established family’’, or, to put it very simply, they are both coded by

12 I leave aside the entire function literature as well as the question of the similarities and differences
between biological and artefact function (see Wright, 1973; Cummins, 1975; Boorse, 1976; Wright, 1976;
Millikan, 1984; Neander, 1991a, b; 1993; Griffiths, 1993. See also Mills & Beatty, 1979; Bigelow &
Pargetter, 1987; Godfrey-Smith, 1994; Walsh, 1996).
13 See Neander, 2002, 403; see also Griffiths, 1993; Davies, 2000; 2001.
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the same gene.14,15 My trait in the present generation was coded by my gene sequence

G. The traits that were selected for in some earlier generations were coded by some other

genes and my gene sequence G is a copy of these genes. It does not matter that my trait and

the ancestors’ traits do not look alike. The fact that the gene that coded my trait is a

replicate of the gene that coded my ancestors’ is enough to make these traits tokens of the

same type (see for example, Amundson & Lauder, 1994; Lewens, 2004, pp. 99–100). Thus,

the suggestion is that two token objects belong to the same trait type if and only if they are

coded by genes that are replicates (copies) of one another.

A possible worry about this suggestion is that a trait is not the expression of a gene. The

way a trait turns out depends partly on the gene, but it also depends on the intra- and extra-

cellular environment during the developmental process. Assuming that the genetic factor

can be singled out from this complex causal network is biologically very implausible.

One of the more influential theories of the last decade in philosophy of biology is the

developmental systems theory (Griffiths and Gray, 1994: esp. 298ff; Oyama, Griffiths, &

Gray, 2001; see also Sterelny, Smith, & Dickison, 1996; Godfrey-Smith, 2000; Nanay,

2002). This theory emphasizes that the genetic and the developmental parts of evolutionary

explanations cannot be separated from one another. More precisely, they argue that it is not

possible to make a sharp distinction between ‘‘genetic’’ and ‘‘environmental’’ develop-

mental causes (see esp. Griffiths and Gray, 1994: 304). It is easy to see that the notion of

reproductively established family, and the homological account of trait type individuation,

presupposes a sharp distinction between genetic and environmental causes.

Thus, if one takes the insights of developmental systems theory seriously, then one

needs to be suspicious about the concept of a reproductively established family; one needs

to reject the view that a trait is of a certain type in virtue of the fact that it was coded by a

certain gene. Therefore, one also needs to reject the view that two traits are of the same

type in virtue of the fact that they are coded by genes that are replicates.

But this conclusion is too quick. Perhaps the notion of homology can be reconciled with

the insights of developmental systems theory. V. Louise Roth, for example, writes that ‘‘A

necessary component of homology is the sharing of a common developmental pathway’’

(Roth, 1984, 17, original emphasis). Günther Wagner also developed an account of

homology where developmental processes play a crucial role in establishing homology

(Wagner, 1994). Thus, the suggestion is that whether a trait belongs to a homologically

established trait type depends not only on what gene this trait was coded by, but also by the

developmental process. If this is plausible, then we do not need to worry about the possible

14 The morphological account of trait type individuation may be supplemented with a homological one
(Amundson & Lauder, 1994; Lauder, 1994). As we will see, however, this homological account raises
serious worries.
15 See for example Millikan, 1984. The term ‘‘reproductively established families’’ was introduced by her
(ibid, p. 23ff). To be fair, Millikan’s notion is not committed to the claim that members of a reproductively
established family are coded by replicate genes. Her notion of reproductively established family is a very
general one: it does not presuppose that the replicates that code our traits must be genes. Any replicator can
play this role in the definition of a reproductively established family. This distinction is important in the light
of recent research about epigenetic inheritance systems. It has been suggested that mechanisms other then
the copying of the DNA molecule can also play a role in transmitting information from one generation to the
other (Jablonka & Lamb, 1995: 79–108, esp. 79–85). Thus, the DNA is only one component of what
Jablonka and Lamb calls ‘‘the multiple inheritance system’’ (Jablonka & Lamb, 1995: 226). Thus, the
replicator that codes our trait is unlikely to be identical to the gene. The notion of reproductively established
family can accommodate these findings. Replacing the concept of gene with that of replicator helps here, but
it cannot help when addressing the problems I will raise about the notion of reproductively established
family and homology in general. For simplicity, I will use the concept of gene (and not that of replicator) in
characterizing the homological account.
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conflict with developmental systems theory. The homological way of individuating trait

types does seem to be a promising candidate.

However, there is a stronger reason for giving up the homological account of trait type

individuation. Take the following example. The forelimbs of vertebrates, such as the wing

of a bird, and the foreleg of an ancient amphibian, are homologous: the wing of an eagle is

coded by genes that are replicates of the genes that coded the foreleg of some ancient

amphibian. Thus, they are part of the same reproductively established family. According to

the suggestion for individuating trait types we are considering here, they must be of the

same trait type. But the wing of the eagle and the foreleg of an ancient amphibian are

clearly not tokens of the same trait type. One of them is a wing and the other is a foreleg.

They belong to very different trait types indeed.

Perhaps one could argue that such old members of a reproductively established family

(for example, the traits of our ancient amphibian) just do not count. A possible suggestion

would be to say that what makes a trait token belong to a trait type is that it is coded by

genes that are copies of the genes that coded other recent members of the reproductively

established family. In other words, two token objects belong to the same trait type if and

only if they are coded by genes that are recent replicates (copies) of one another.

The problem with this suggestion is that there is no non-circular way of cashing out

what is meant by ‘‘recent’’ here. We would be happy to say that the eyes of the eagle and

the eyes of the ancient amphibian are tokens of the same type. Then why cannot we do the

same with forelimbs? What is so different in the two cases that makes us sort the two token

traits under the same type in the latter case but not in the former one?

The only thing that differentiates the eye-case from the forelimb-case is that the

selection pressure changed in the latter case, but it did not change in the former. Forelimbs

have been selected for doing something different in the bird population and in the ancient

amphibian population. Eyes, on the other hand, have been selected for doing the same

thing in the bird population and in the ancient amphibian population.

In other words, if we want to make sense of the suggestion that what makes a trait token

a member of a trait type is that it is coded by genes that are copies of the genes that coded

other recent members of the reproductively established family, then we will have diffi-

culties defining what is meant by the term ‘‘recent’’. In defining the eagle’s trait types,

‘‘recent’’ includes the ancient amphibian population when we are analyzing the eye

example, but it certainly does not include the ancient amphibian population when it comes

to forelimbs. The bottom line is that what ‘‘recent’’ amounts to depends on what the trait in

question has been selected for; what ‘‘recent’’ amounts to depends on the (etiological)

function of the trait. The suggestion boils down to the claim that what makes a trait token

belong to a trait type is that it is coded by genes that are copies of genes that coded other

trait tokens that were selected for doing the same thing as this token (or, in other words,

that had the same function as this token).

Thus, this way of individuating trait types collapses into the functional account of trait

type individuation. But we have seen above that the functional account of trait type

individuation cannot be used when explaining that design fixes function without running

into circularity.

But if this is true, then Dennett cannot rely on any of the three ways of individuating

trait types. Since the claim that natural selection explains the function of our minds

requires an unproblematic way of individuating trait types, he is not entitled to make this

claim.

To sum up, in the design by natural selection case, the function of a trait does not seem

to follow as nicely from what it was designed to do as in the artefact case. In other words,
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whereas the fact that a computer was designed by its programmer is sufficient for

explaining the intentionality of this computer, the fact that our mind was designed by

natural selection is not sufficient for explaining our intentionality. In other words, the

intentionality of the computer is derived in a sense in which our intentionality is not.

Dennett’s argument for the symmetry between human intentionality and the intentionality

of computers does not work.

Conclusion

It is important to emphasize that the argument I presented in this paper does not show

that computers cannot think or even that their intentionality is different from ours. All I

aimed to show was that Dennett’s strategy to argue that human intentionality is as derived

as the intentionality of computers does not work. Thus, if we want to argue that the

intentionality of computers is similar to that of humans, we cannot spare going thorough

the complicated details of the current findings and models of contemporary computer

science.
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