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MULTIMODAL MENTAL IMAGERY AND PERCEPTUAL JUSTIFICATION

There has been a lot of discussion about how the cognitive penetrability of perception may or may not have important implications for understanding perceptual justification. The aim of this paper is to argue that a different set of findings in perceptual psychology poses an even more serious challenge to the very idea of perceptual justification. These findings are about the importance of perceptual processing that is not driven by corresponding sensory stimulation in the relevant sense modality (such as amodal completion and multimodal completion). I argue that these findings show that everyday perception is in fact a mixture of sensory stimulation-driven perceptual processing and perceptual processing that is not driven by corresponding sensory stimulation in the relevant sense modality and we have strong reasons to doubt the epistemic pedigree of the latter process. The implication of this is not that we should become skeptics or deny the possibility of perceptual justification. It is, rather, that the only way in which we can understand when and whether a perceptual state justifies beliefs is by paying close attention to empirical facts about the reliability of perceptual processing that is not driven by corresponding sensory stimulation in the relevant sense modality. In this sense (a very narrow sense) epistemology needs to be naturalized.

I. Two empirical problems with perceptual justification

Some perceptual states can justify beliefs. If I look out of the window and see that it is raining outside, this may (and as a default, would) justify my belief that it is raining outside. But this simple picture of the relation between perception and belief has been questioned recently. A vast number of experiments in perceptual psychology purport to show that perception is not an encapsulated process: it can be influenced by our beliefs. And these findings about top-down influences on perception are said to have important implications for the potential epistemic role perception may play. The general line of argument is this: if perception is cognitively penetrated, then it is not an unbiased way of learning about the world as our preexisting thoughts, beliefs and expectations will influence how and what we perceive. 
So we get a vicious circularity: our beliefs, thoughts and expectations are supposed to be based on and justified by our perceptual states, but these perceptual states themselves are influenced by our beliefs, thoughts and expectations (because of cognitive penetration). What we get is some kind of ‘wishful seeing’ (see Pylyshyn 1999, who argues that seeing is not wishful in this sense). As Roberto Bolano says in the novel 2666, “People see what they want to see and what people want to see never has anything to do with the truth”.[footnoteRef:1]  [1:  Roberto Bolano: 2666. London: Picador, 2009, p. 219. ] 

	The challenge from cognitive penetration was originally focusing on one specific account of perceptual justification, namely, dogmatism (Siegel 2011, see also Lyons 2011): the view that  "whenever you have an experience as of p, you thereby have immediate prima facie justification for believing p" (Pryor 2000, p. 536). The argument was that if perception is cognitively penetrated, dogmatism is not an option because the perceptual states that our beliefs are supposed to be justified by are themselves influenced by our existing beliefs and expectations. This argument has been generalized to apply to other theories of justification (not just dogmatism, see Siegel 2011, Tucker 2014, see also Lyons 2015, Ghijsen 2016, Silins 2016). 
The main aim of this paper is to argue that even if the cognitive penetrability of perception is not something theories of perceptual justification need to worry about, a different set of findings in perceptual psychology poses a much more serious challenge to the very idea of perceptual justification. These findings are about the importance of perceptual processing that is not driven by corresponding sensory stimulation in the relevant sense modality (such as amodal completion and multimodal completion).
	I argue that these findings show that everyday perception is in fact a mixture of sensory stimulation-driven perceptual processing and perceptual processing that is not driven by corresponding sensory stimulation in the relevant sense modality and we have strong reasons to doubt the epistemic pedigree of the latter process. The implication of this is not that we should become skeptics or deny the possibility of perceptual justification. It is, rather, that the only way in which we can understand when and whether a perceptual state justifies beliefs is by paying close attention to empirical facts about the reliability of perceptual processing that is not driven by corresponding sensory stimulation in the relevant sense modality. In this sense (a very narrow sense) epistemology needs to be naturalized. 

II. The first problem: Top-down influences on perception

One influential debate about perception is about whether it is an encapsulated process that is protected from any kind of top-down influences or it is influenced and modified by top-down information. What complicates this debate, often referred to as the cognitive penetrability debate, is that it is not at all clear what kind of mental state is supposed to be doing the penetrating and what kind of mental state is supposed to be penetrated. In other words, it is not clear what is ‘top’ and what is ‘below’ in the debate about top-down influences on perception. 
	Once we clarify these conceptual issues, it seems that there is a wealth of empirical evidence in favor of the claim that there are indeed some top-down influences on perception. But then the question becomes: is this something epistemologists would have to worry about? I will argue that they wouldn’t. 
The main conceptual confusion concerning debates about top-down influences on perception is that it is not clear what is meant by ‘perception’ in this context. Some (especially philosophers (Siegel 2011, Macpherson 2012, Stokes 2012), but also psychologists, see, e.g., Firestone and Scholl 2014, 2016) take ‘perception’ in this context to be perceptual experience: something we are consciously aware of. If we work with this concept of perception, then the question is whether top-down influences can alter the way we experience a scene – the phenomenal character of our experience: what it is like to perceive this scene. 
Another way of understanding what is meant by ‘perception’ when we talk about top-down influences on perception is perceptual processing – something neuroscientists (and also some psychologists) worry about. Here the question is whether processing in, say, the primary visual cortex is influenced in a top-down manner. 
These two questions are clearly very different – one of them is about phenomenology and the other is about early perceptual processing. And as changes in early perceptual processing are neither necessary nor sufficient for changes in perceptual phenomenology, there is no easy traffic between these two different sub-debates. 
The methodology of addressing these questions is also different. When it comes to figuring out what influences our perceptual phenomenology, we need to rely on self-reports and introspection (together with some form of inference to the best explanation). When it comes to early perceptual processing, we need to rely on neuro-imaging data (and perhaps also some behavioral data, like reaction-time). The problem is that it is very rarely made clear which of these very different questions are being asked. 
	I argued elsewhere (Teufel and Nanay 2017) that it is doubtful that the first of these debates could ever be resolved in a satisfactory manner. One reason for this is the well-documented unreliability of introspection (see Schwitzgebel 2008, Spener and Bayne 2010) – whereas introspection is something this debate needs to heavily rely on. But an even more important worry is that any way of resolving this debate would need to appeal to a clear and unproblematic way of keeping apart perceptual and non-perceptual phenomenology – something that we do not have. Given that it is not clear what perceptual phenomenology is and how to keep it apart, introspectively, from non-perceptual phenomenology, the question about perceptual phenomenology (of whether perceptual phenomenology depends on top-down influences) inherits all these problems. It is unclear then how we can make any progress in answering this question – if we take the question about top-down influences to be about perceptual phenomenology. 
	So, as a result, I take it that a more promising (or more productive) debate about top-down influences on perception is about whether early perceptual processing is influenced in a top-down manner. And here we find a lot of extremely convincing neuroimaging and behavioral evidence for the existence of top-down influences (see, for example, Murray et al. 2002, Gandhi et al. 1999, O’Connor et al. 2002). But then the question becomes: are these results relevant from the point of view of epistemology? 
Observant readers may have noticed that I talked about ‘top-down influences on perception’ and not about cognitive penetration so far. There is a reason for this. The term ‘cognitive penetration’ suggests that whatever is doing the penetration is a cognitive state and this is not something I want to be built into the very notion I am analyzing. 
	When I talk about ‘top-down’ influences on perception, I want to allow for any ‘top-down’ influences – not just those that are labeled ‘cognitive’. And it is not very clear why the label ‘cognitive’ is singled out. ‘Cognitive’ can mean many things. It is sometimes contrasted with ‘affective’, but this is clearly not something we want to do if we are interested in top-down influences on perception as there may be affective influences on perception and they may be as important as (or more important than) non-affective cognitive influences (Schupp et al. 2004, Schmitz et al. 2009, Pessoa and Ungerleider 2005). The term ‘cognitive’ is also often contrasted with ‘conative’, but this also a dubious usage in the present context as there may be very good reasons to posit top-down influences on perception where it is a desire or an intention that influences our perceptual processing (Nanay 2006, Stokes 2012). 
	Of course, the most straightforward use of ‘cognitive’ may just be one where it is contrasted with ‘perceptual’, but this simplifies things considerably. In fact, one reason why it is better to focus on the debate about whether there are top-down influences on early perceptual processing than on the one about whether there are top-down influences on perceptual phenomenology is that if we focus on the latter debate, the only kind of top-down influence we can talk about is from mental states (normally with non-perceptual phenomenology) to mental states with perceptual phenomenology (ie, perceptual experiences). But we have seen that addressing any questions about the presence or absence of such top-down influences then requires a very clear distinction between perceptual and non-perceptual phenomenology and we don’t have any distinction, let alone a clear one. 
	If, on the other hand, we consider the debate about whether there are top-down influences on early perceptual processing, we get a more detailed picture. We have a very clear idea of the sequence in which ‘bottom-up’ perceptual processing proceeds. To take the visual sense modality as an example (Katzner and Weigelt 2013, Grill-Spector and Malach 2004, Van Essen 2004, Bullier 2004), in humans and nonhuman primates, the main visual pathway connects neural networks in the retina to the primary visual cortex (V1) via the lateral geniculate nucleus (LGN) in the thalamus; outputs from V1 activate other parts of the visual cortex and are also fed forward to a range of extrastriate areas (V2, V3, V4/V8, V3a, V5/MT). So visual processing goes from the retina via the LGN to the primary visual cortex (V1), and then to the secondary visual cortex (V2) and then (in the case of color vision) to the V4, and so on. So we have a natural ordering of mental processes in terms of what is bottom and what is top. If there are influences from V4 to the primary visual cortex, it is a top-down influence because it is from a mental process (V4) that comes later in visual processing than the primary visual cortex (V1), which is the mental process that is being influenced. 
	If we raise the question of top-down influences on perceptual processing, we get a more nuanced picture. The question of top-down influences is no longer a yes or no question as in the case of the phenomenology interpretation (either there is cognitive penetration or there isn’t), but a multifaceted one. Maybe the primary visual cortex is influenced in a top-down manner by V2 and V4, but not by our expectations and beliefs. Or maybe it is only influenced by V2. Or maybe also by our expectations and beliefs. All of these claims would assert top-down influences on early perceptual processing (of which, as we have seen, there is very strong evidence), but it matters a lot what kind of top-down influences they are (see Nanay and Teufel 2016 for a detailed analysis of various kinds of top-down influences on early cortical perceptual processing and the differences between those top-down influences that come from within the visual system and those that come from post-perceptual processing). 
While some of these findings show very rigorously that there are top-down influences on perception, it is important to see that many of these findings are irrelevant in the present context. Epistemologists are worried about whether our perception is influenced by our beliefs or other cognitive states. So top-down influences on perceptual processing would be relevant if the ‘top’ in these influences were beliefs or other cognitive states. That is why epistemologists are interested in cognitive penetration as opposed to any form of top-down influences (where I take cognitive penetration to be the penetration of perception by beliefs or other cognitive states – thus the label ‘cognitive’). Epistemologists are not at all interested in whether the primary visual cortex is influenced by the V4/V8 or the STS or the MT. 
But don’t we have empirical evidence that perceptual processing is influenced by non-perceptual or cognitive states? While some (including myself, see Teufel and Nanay 2016) would say so, this premise would be easy to dispute. Any such argument would need to presuppose some form of firm distinction between perceptual and non-perceptual processing (not between perceptual and non-perceptual phenomenology as before, but perceptual and non-perceptual processing) – so that we can zero in on those top-down influences that go across this divide. The problem is that, depending on how we draw this divide between perceptual and non-perceptual, any finding about top-down influences on perception could be framed as merely showing an intra-perceptual top-down effect. 
	To sum up, there are two questions of top-down influences on perception. One (concerning perceptual processing) is by and large irrelevant for epistemology. The other (about perceptual phenomenology) would be relevant for epistemology but it is difficult to see how this debate could be resolved in a satisfactory manner. As a result, top-down influences on perception (or cognitive penetration) should not give a significant cause for concern for anyone who is interested in perceptual justification. Empirical findings about top-down influences on perception do not seem to jeopardize any philosophical account of perceptual justification.[footnoteRef:2]   [2:  I should note that some dogmatists take a different route to argue that the findings about cognitive penetration do not threaten their account of perceptual justification (see esp. Pryor 2000, Huemer 2013, see also Huemer 2006). The focus of this paper is not dogmatism.] 

	But there is another set of empirically findings about perception that should worry anyone who is interested in perceptual justification much more: the findings about the importance of perceptual processes that are not triggered by corresponding sensory stimulation in the given sense modality. 

III. The second problem: imagery-infused perception

Some perceptual processing starts with sensory stimulation. The light hits our retina and vision is the complex visual processing of this sensory stimulation. This perceptual processing may include, depending on whom you ask, the interpretation or the elaboration or the embellishment of the sensory stimulation, but it is the sensory stimulation that is processed/interpreted/elaborated on. 
	But some other cases of perceptual processing are not the processing of sensory stimulation because there is no sensory stimulation to be processed. These perceptual processes are not triggered by corresponding sensory stimulation in the relevant sense modality. 
	In psychology and neuroscience, perceptual processes that are not triggered by corresponding sensory stimulation in the relevant sense modality are called ‘mental imagery’. Here is a representative quote from a recent review paper: “We use the term ‘mental imagery’ to refer to representations […] of sensory information without a direct external stimulus” (Pearson et al. 2015). I realize that this way of talking about mental imagery may be somewhat controversial for philosophers, but I will use the concept of mental imagery as a technical concept in this paper and use the term ‘mental imagery’ as a shorthand for ‘perceptual processing that is not triggered by corresponding sensory stimulation in the relevant sense modality’. Those readers who really dislike this way of using the concept of mental imagery could just substitute ‘mental imagery*’ (or ‘phantom perception’ or ‘offline perception’ or whatever they like) for ‘mental imagery’. 
I will argue that we have substantial empirical evidence that the vast majority of what we take to be perception is really a mixture of sensory stimulation-driven perceptual processing and perceptual processing that is not triggered by corresponding sensory stimulation in the relevant sense modality. In other words, we have substantial empirical evidence that the vast majority of what we take to be perception is really a mixture of sensory stimulation-driven perceptual processing and mental imagery. And these findings pose a serious challenge to the very idea of perceptual justification. 
Before we go on, I should emphasize that ‘perceptual processing’ in this definition means early cortical perceptual processing  (Katzner and Weigelt 2013, Grill-Spector and Malach 2004, Van Essen 2004, Bullier 2004). In the case of sensory stimulation-driven perception, we have a correspondence between this perceptual processing and the sensory stimulation. In the visual sense modality, for example, early perceptual processing is retinotopic. The primary visual cortex (and also many other parts of the visual cortex see Grill-Spector and Malach 2004 for a summary) is organized spatially in a way that is very similar to the retina – it is retinotopic. While this retinotopy of the early visual cortices (and their equivalent in the other sense modalities, see, e. g., Talavage et al. 2004) is an extremely convenient way of gaining evidence about the correspondence or lack thereof of sensory stimulation and perceptual processing, this is just one way in which the two can correspond. There are others. In other words, the correspondence between sensory stimulation and perceptual processing does not have to be retinotopic.[footnoteRef:3]  [3:  One example of this is the (very complicated) correspondence between the retina and V4/V8, when it comes to color, see Hardin 1988 for a philosophical overview. ] 

Finally, visual mental imagery is visual perceptual processing that is not triggered by visual sensory stimulation. As we shall see below, visual mental imagery can be (and is often) triggered by non-visual (for example, auditory) sensory stimulation. I call this form of mental imagery multimodal mental imagery. 

IV. Varieties of mental imagery

I’ve defined mental imagery as perceptual processing that is not triggered by corresponding sensory stimulation in the relevant sense modality. It is important that this definition remains silent on a number of features of mental imagery. For example it allows for voluntary and involuntary mental imagery (as perceptual processing that is not triggered by corresponding sensory stimulation in the relevant sense modality may or may not be voluntary). It allows for conscious and unconscious mental imagery (as there is no restriction that perceptual processing that is not triggered by corresponding sensory stimulation in the relevant sense modality would need to be conscious). And it is also neutral about whether mental imagery is accompanied by the feeling of presence. 
As I indicated above, if the reader has a strong conviction that mental imagery is necessarily conscious (or necessarily voluntary or necessarily not accompanied by the feeling of presence), she can take the rest of the discussion to be about a very different technical concept, ‘mental imagery*’. I defend the plausibility of this way of thinking about mental imagery (and, as a result, the continuity between the psychological/neuroscientific and the philosophical/everyday conception of mental imagery) elsewhere (Nanay forthcoming a, forthcoming b), but I do not need it for the argument in this paper.  
Many different kinds of perceptual processes will count as mental imagery according to this definition, some of which may not be normally categorized as such. Here are a couple of examples: 
The blind spot of the retina cannot be stimulated – there are no receptors there. If the light hits this part of the retina it gives rise to no sensory processing. So we receive no sensory information from that region of the retina. Nonetheless, our perceptual system ‘fills in’ the sensory input of the blind spot on the basis of the sensory input of the surrounding parts of the retina. The perceptual processing of information at the blind spot region of the visual field happens already in early visual cortices (Komatsu et al. 2000, Ramachandran 1992, Awater et al. 2005, Spillman et al. 2006, Fiorani et al. 1992), but it is not triggered by corresponding sensory stimulation because there is no sensory stimulation at the blind spot, let alone corresponding sensory stimulation.[footnoteRef:4] Processing at the blind spot counts as mental imagery. [4:  One may object: hasn’t Daniel Dennett’s repeated skepticism about ‘filling-in’ the blind spot (Dennett 1991, p. 335ff) demonstrated that this story is incorrect? I don’t think so. First, there is plenty of empirical evidence that the early cortices do actively ‘fill-in’ the missing part of the visual scene (see, for example, Komatsu et al. 2000 and also Churchland and Ramachandran 1993 – and also Akins and Winger 1996 for a very good overview of this debate). Second, I’m not even sure that Dennett would disagree with anything I say here – his concern in Dennett 1991 was about phenomenology – whether there is conscious filling in. And I’m certainly not arguing that there is – there is cortical filling in. The mental imagery involved in the filling in of the blind spot is almost always unconscious.] 

As does peripheral vision. Peripheral regions of the retina are much less sensitive than focal ones. And this focal preference is even stronger in early cortical processing. As a result, the properties of the peripheral regions of the visual field that our perceptual system processes are much less determinate than the properties of the focal regions. This asymmetry is especially striking when it comes to color vision as there are very few retinal cells in the periphery that are sensitive to color information (Hansen et al. 2009). But the same is true for all other perceptually processed properties, like size or shape. Peripheral vision can also ‘fill in’ some regions of the periphery. ‘Artificial scotoma’ is a region of the visual field where different sensory stimulation is induced from what surrounds it (and this can be no sensory stimulation surrounded by a pattern). If this is presented in the periphery, the visual system fills in the scotoma, making it blend in. This filling in process starts very early in the visual processing (De Weerd et al. 1995, 1998, 2006, Ramachandran and Gregory 1991, Weil et al 2007, 2008, Troncoso et al. 2008, Welchman and Harris 2001). Again, we have perceptual processing that is not triggered by corresponding sensory stimulation (as the sensory stimulation at the artificial scotoma is very different from what is perceptually processed). 
Amodal completion also counts as mental imagery according to my definition. Amodal completion is the representation of those parts of the perceived object that we get no sensory stimulation from. In the case of vision, it is the representation of occluded parts of objects we see: when we see a cat behind a picket fence, our perceptual system represents those parts of the cat that are occluded by the picket fence. In tactile perception, it is the completion of those parts of the objects we touch that are not in direct contact with our hand, for example. We complete those parts amodally.[footnoteRef:5] Amodal completion is, by definition, perceptual processing that is not triggered by corresponding sensory stimulation. The mental imagery involved in amodal completion may bring about very similar issues for the very idea of perceptual justification as the ones I raise about multimodal mental imagery in this paper – see Helton and Nanay in preparation).  [5:  Note that the term ‘amodal’ is a bit of a misnomer here: the completion by any account happens visually – the term ‘amodal’, traditionally, was supposed to indicate that this process is not triggered by sensory stimulation.] 

	But this paper is about a form of mental imagery where perceptual processing in one sense modality is triggered by sensory stimulation in another sense modality: this paper is about multimodal mental imagery. 

V. Multimodality and mental imagery

Multimodal perception is the norm and not the exception – our sense modalities interact in a variety of ways (see Spence & Driver 2004, Vroomen et al. 2001, Bertelson and de Gelder 2004 for summaries and O’Callaghan 2008a, 2011 as well as Macpherson 2011 for philosophical overviews). Information in one sense modality can influence and even initiate information processing in another sense modality at a very early stage of perceptual processing (even in the primary visual cortex in the case of vision, for example, see Watkins et al. 2006). 
A simple example is ventriloquism (Bertelson 1999, O’Callaghan 2008b). The auditory sense modality identifies the ventriloquist as the source of the voices, while the visual sense modality identifies the dummy. And as a result of the influence of vision, we auditorily experience the voices as coming from the dummy. 
What I am interested in here is not multimodal perception, but multimodal mental imagery: cases where there is perceptual processing in one sense modality that is not triggered by corresponding sensory simulation in that sense modality, but rather by corresponding sensory stimulation in a different sense modality. 
Here is an example from Nanay forthcoming a: When I am looking at my coffee machine that makes funny noises, this is an instance of multisensory perception – I perceive this event by means of both vision and audition. But very often we only receive sensory stimulation from a multisensory event by means of one sense modality. If I hear the noisy coffee machine in the next room, that is, without seeing it, then the question arises: how do I represent the visual aspects of this multisensory event? 
We know that our visual system in these circumstances does get activated (and even the very early visual cortical areas can, see Hertrich et al. 2011, Pekkola et al. 2005, Zangaladze et al. 1999, Ghazanfar & Schroeder 2006, Martuzzi et al. 2007, Calvert et al. 1997, James et al. 2002, Chan et al. 2014, Hirst et al. 2012, Iurilli et al. 2012, Kilintari et al. 2011, Muckli & Petro 2013, Vetter et al. 2014). In other words, there is early cortical activation in the visual sense modality without corresponding sensory stimulation in this sense modality. That is, we represent these features by means of mental imagery. I call this form of mental imagery multimodal mental imagery. 
Remember the last phrase in the definition of mental imagery: perceptual processing that is not triggered by corresponding sensory stimulation in the relevant sense modality. This phrase is crucial in the present context. Mental imagery can be triggered by corresponding sensory stimulation as long as it is not in the relevant sense modality.[footnoteRef:6]  [6:  Much of this section is about the intricate connections between different sense modalities. Nonetheless, in the definition of mental imagery in general and of multimodal mental imagery in particular, I am relying on the difference between perceptual processing in different sense modalities. It is important to emphasize that there is no tension between these two claims – in spite of all the intricate links between the perceptual processing in different sense modalities, we can nonetheless identify what distinctively visual perceptual processing amounts to. Multimodality does not imply that there are no distinct sense modalities. ] 

In other words, depending on what perceptual processing is triggered by, we get different perceptual phenomena. If perceptual processing is triggered by corresponding sensory stimulation in the relevant sense modality, we get perception. If it is triggered by corresponding sensory stimulation in another sense modality, we get multimodal mental imagery. If it is triggered by something else, we get some other kind of (non-multimodal) mental imagery. In short, multimodal mental imagery is mental imagery in one sense modality induced by sensory stimulation in another sense modality. And, as we have seen, we have strong empirical evidence that non-sensorily driven perceptual processing in any sense modality can be induced by sensory stimulation in any other sense modality.
But the vast majority of the entities we encounter are multisensory entities (that is, entities that we could encounter by means of more than one sense modalities). And our perceptual access to these multisensory entities is very rarely absolute (that is, encompassing all relevant sense modalities). If we put together these two claims, what we get is that multimodal mental imagery is the norm, not the exception. 
	Here is a nice experimental illustration of this point: the double flash illusion. Subjects are presented with one flash and two beeps simultaneously (Shams et al. 2000). So the sensory stimulation in the visual sense modality is one flash. But they experience two flashes and already in the primary visual cortex, two flashes are processed (Watkins et al. 2006). This means that the double flash illusion is really about multimodal mental imagery: we have perceptual processing in the visual sense modality (again, already in V1) that is not triggered by corresponding sensory stimulation in the visual sense modality (but by corresponding sensory stimulation in the auditory sense modality). 
	The picture we ended up with is one where perceptual processes consist of a sensory-stimulation-driven and a non-sensory-stimulation-driven component (where by sensory-stimulation-driven, I mean driven by corresponding sensory stimulation of the relevant sense modality). In the vast majority of perceptual scenarios, sensory stimulus-driven perceptual processing is combined with mental imagery. And in these cases, much of what we take ourselves to perceive we really (at least partly) represent by means of mental imagery. 

VI. Back to perceptual justification (and top-down influences)

I argued in Section II that top-down influences on perception should not be considered to be a very strong reason to reevaluate how we think about perceptual justification. But the empirical results I introduced in Section III-V should. The primary reason why mental imagery is important in the discussion of perceptual justification is not that it can be influenced in a top-down manner. In this section, I argue that mental imagery can be influenced in a top-down manner – but, again, this is not the primary reason why they should pose a problem for any account of perceptual justification.
Some cases of mental imagery are fully bottom-up, but some others are influenced or even initiated in a top-down manner. There are many forms of mental imagery that do not depend on any top-down information. The kind of mental imagery our perceptual system uses to fill in the blind spot is one clear example. The perceptual processing of information that would correspond to the blind spot is not triggered by corresponding sensory stimulation in the given sense modality because there is no corresponding sensory stimulation in the given sense modality: the blindspot has no receptors. But this perceptual processing is determined fully by bottom-up information about the sensory stimulation of the parts of the retina that surround the blind spot. No top-down influence is needed and we have no evidence that there are any top-down influences on this form of mental imagery. Another fully bottom-up example of multimodal mental imagery is the double flash illusion. 
But some other cases where multimodal mental imagery. One widely used and researched example of what I call multimodal mental imagery is seeing someone talking on television with the sound muted. The visual perception of the talking head in the visual sense modality leads to an auditory mental imagery in the auditory sense modality (e.g., Calvert et al., 1997; Hertrich, Dietrich, & Ackermann, 2011; Pekkola et al., 2005, see also Spence and Deroy 2013 for a philosophical summary). 
The auditory mental imagery in this case clearly depends on bottom-up factors like the lip movements of the person on the screen. But not only these. If this person is someone you know or have heard speak, your auditory mental imagery will be influenced by this information. If it is Barack Obama (someone you have, presumably, heard before), you will ‘hear’ him speaking with his distinctive tone of voice or intonation, for example. This is a case (and cases like this are not at all rare) where multimodal mental imagery is influenced by top-down information. 
If we put together these findings with the claim about the importance of mental multimodal imagery in everyday perception, we get a straightforward argument for top-down influences on perception: multimodal mental imagery is influenced by top-down information and perception is very much influenced by multimodal mental imagery. By transitivity, it would follow that perception is influenced by top-down information. 
Note that while this argument may establish top-down influences on perception, it provides no arguments for or against the dependence of perception (either perceptual phenomenology or perceptual processing) on cognitive states – which would be the sense of top-down influences on perception that is relevant in the context of perceptual justification. From the point of view of epistemology and of the question of perceptual justification, the only debate about top-down influences on perception that matters is about cognitive influences on perception. Whether there are some forms of top-down influences on early perceptual processes is strictly irrelevant. The reason why the importance of multimodal mental imagery in everyday perception is important from the point of view of epistemology lies beyond the focus on top-down influences.

VIII. A deeper problem about perceptual justification 

Findings about mental imagery show that much of what we take ourselves to perceive we really represent by means of mental imagery. Perceptual states are almost always of multisensory entities and unacquainted parts of these multisensory entities are represented by means of mental imagery. In the world of multimodal perception, what we take ourselves to perceive is partly represented by multimodal mental imagery. But then we have much stronger reasons to think that perception is not the right kind of mental state to base our beliefs on and to justify our beliefs by. 
Mental imagery may or may not be influenced by top-down information. And even when it is, it is not clear how far up this top-down information comes from. But this is cold comfort for those who expect perception to serve as some unbiased basis for perceptual justification. Even in those cases where mental imagery is not at all influenced by top-down information, it fails to be caused by what it represents. 
Even in the somewhat trivial case of the blind spot, where, supposedly, no top-down information is being used, the blind spot is filled in by mental imagery – by perceptual processes not triggered by corresponding sensory stimulation. So no matter what way the blind spot is filled in, that has no causal connection with whatever is in front of that part of the retina. Mental imagery, by definition, fails to be caused by what it is about. 
Sensory stimulation-driven perception is caused by what it is of. Light from the perceived object hits our retina and that is the sensory stimulation that gets processed. But mental imagery is by definition not sensory stimulation-driven. So it is cut off from the object it is about. One link from the causal chain is missing. Light from the perceived object hits our retina, the perceptual processing in the visual cortices is not triggered by this retinal stimulation. So the perceptual state that is supposed to do the epistemic heavy-lifting partly depends on (or maybe even constituted by, see Nanay forthcoming a, forthcoming b) mental imagery – something not particularly well-suited at all for any epistemic role. 
Why not? Because at least on the face of it, it violates both the safety and the sensitivity conditions of justification. The sensitivity condition is clearly violated: the beliefs we form on the basis of multimodal mental imagery are not sensitive to possible changes in the multimodally completed bits: no change in the multimodally completed part of the multisensory event would show up in your beliefs. 
The safety condition is a bit more complicated (Sosa 1999). Here is one version of the safety condition: in those close possible worlds where one believes that p on the basis of multimodal mental imagery, p is the case. A lot will depend on how one construes the scope of these possible worlds (all the closest possible worlds or most of the closest possible worlds). But even if we go with the least restrictive characterization, there will be cases, for example, the double-flash illusion I described above, where it will not be the case that in most close possible worlds where I believe p on the basis of my multimodal mental imagery, p is true. I will believe in most, but maybe even all close possible worlds that there were two flashes. But there is only one flash. This is an extreme case, but the point is that we can’t exclude the possibility of multimodal mental imagery violating the safety condition in any scenario where multimodal mental imagery plays a role (which means, as we have seen, in the vast majority of everyday perceptual scenarios). In short, almost all instances of perception are mixtures of a state that is supposed to track the truth (perception) and a state that, on the face of it, isn’t (mental imagery).
Perception is supposed to be a good way of justifying our beliefs because perception tracks truth. But mental imagery is, by definition, a step removed from the truth it is supposed to track. Of course it can track truth albeit in a fallible manner. The mental imagery used for filling in the blind spot, for example, is really very reliable. It can be fooled, but in the vast majority of cases it isn’t. So the mental imagery that is used to fill in the blind spot does track truth – not 100% reliably, but nonetheless reliably enough. And the reason we know this is that we know the exact mechanisms of how the visual system uses the sensory stimulation around the blind spot as an input when filling in the blind spot. If this mechanism were less reliable, this mental imagery would fail to track the truth. 
But then the same question needs to be asked about those forms of mental imagery that play a more important role in everyday perception: about whether the mechanisms that construct these forms of mental imagery are reliable enough. And here it seems safe to say that the more bottom-up the mental imagery is (like in the blind spot case), the more reliable we should consider it to be. Nonetheless, whether perception can justify beliefs depends on empirical facts about the reliability of the mechanisms of mental imagery involved in perception.[footnoteRef:7]  [7:  This argument clearly does not apply to dogmatist theories of perceptual justification – I am not discussing dogmatism about perceptual justification in this paper. ] 

	Again, we can make the default assumption that our perceptual system built pretty good mechanisms for mental imagery on the basis of contextual or crossmodal information that does co-vary with the scene in front of us. The blind spot is a good example. We can fool the filling in of the blind spot, but this happens very rarely and only in exceptional circumstances (and only in monocular vision, for a start). 
[bookmark: _GoBack]But if what we take to be perception is really a mixture between sensory-stimulation-driven perception and mental imagery, then we cannot take it for granted that perceptual justification is unproblematic. We need to examine the mechanisms of mental imagery to see how reliable they are and what role they can play in perceptual justification. 

IX. Conclusion: Epistemology naturalized 

A lot more work needs to be done in order to show that we are justified to move from (imagery-infused) perception to belief. Again, this is not to say that we can’t eventually do so, we surely can. But any such move would need to involve a close empirical examination of the reliability of the processes that constitute mental imagery. 
It is also important to stress that when I say that almost all of our visual perceptual states are in fact mixed sensory stimulation-driven/mental imagery states, I do not mean to suggest that the contribution of sensory stimulation-driven processes and not sensory stimulation-driven processes (that is, mental imagery) is approximately equal. In fact, it happens very rarely that they are equal. Normally, the mental imagery component is negligible. But the very fact that it is always lurking in the background should prevent us from taking perception at face value when it comes to perceptual justification. 
The conclusion is that the question of perceptual justification is at least in part an empirical question – it requires the examination of the reliability of the forms of mental imagery that play a role in perception per se. This is a sense (a fairly narrow sense, to be sure) in which epistemology needs to be naturalized. 
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